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Abstract: 

In the paper we present machine learning algorithms for the problem of optimizing the distribution of parcels in stochastic 
time-dependent networks, which have been built as a part of some Distribution Optimization System. The problem solved 

was a modified VRPTW (Vehicle Routing Problem with Time Windows) with many warehouses, a heterogeneous fleet, 

travel times depending on the time of departure (stochastic time-dependent network) and an extensive cost function as an 
optimization criterion. To solve the problem a modified simulated annealing (SATM) algorithm has been proposed. The 

paper presents the results of the algorithm learning process: the calibration of input parameters and the study of the impact 

of parameters on the quality of the solution (calculation time, transport cost function value) depending on the type of input 
data. The idea is to divide the input data into classes according to a proposed classification rule and to propose several 

strategies for selecting the optimal set of calibration parameters. These strategies consist in solving some multi-criteria 

optimization tasks in which four criterion functions are used: the length of the designated routes, the computation time, the 
number of epochs used in the algorithm, the number of designated routes. The subproblem was building a network model 

of travel times that is used in constructed SATM algorithm to determine the travel time between recipients, depending on 

the time of departure from the start location. An attempt has been made to verify the research hypothesis that the time 
between two points can be estimated with sufficient accuracy depending on their geographical location and the time of 

departure (without reference to the micro-scale, i.e. the detailed structure of the road network). The research was con-

ducted on two types of data for Warsaw: from transport companies and one of the Internet traffic data providers. Learning 
the network model of travel times has produced very promising results, which will be described in the paper. 
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1. Introduction 

The routing problems are one of the most important 

in transport and logistics, from the practical point of 

view, and in operation research and theory of algo-

rithms from theoretical point of view. One of the 

well-studied and useful is Vehicle Routing Problem 

with Time Windows (VRPTW) (Cordeau et al., 

2002; Solomon, 1987). In the project described in 

(Development, 2020; Tarapata et al., 2020) we have 

developed modified Vehicle Routing Problem with 

Time Windows (VRPTW) which is a part of some 

Distribution Optimization System (Tarapata et al., 

2020; Tarapata and Antkiewicz, 2021). The modifi-

cation of the defined problem in relation to the clas-

sic VRPTW was based on the fact that we include 

many warehouses, a heterogeneous fleet, stochastic 

time-dependent travel times (stochastic time-de-

pendent network (Vidal et al., 2020) and an exten-

sive cost function (the total weighted costs of deliv-

ery of goods, including the costs of: permanent use 

of vehicles, work of vehicles resulting from the dis-

tance travelled and work of vehicle drivers resulting 

from their working time) as an optimisation crite-

rion. There are many algorithms proposed to solve 

VRPTW problem. One of the first algorithm classi-

fications was made by Solomon in (Solomon, 1987). 

Further papers (Cordeau et al., 2002) divide these al-

gorithms into: heuristic approximation methods with 

upper limitations, heuristic methods with lower lim-

itations, integer-based solutions. Authors of the pa-

per (Tan et al., 2001) contains additions to the four 

algorithms: searching for a neighbourhood, simu-

lated annealing, tabu search (He and Li, 2018), and 

genetic algorithms. The papers (Bräysy and Gen-

dreau, 2005) present some metaheuristics.  

The simulated annealing method has been classified 

as a meta-heuristic method with upper limitations 

(Afifi et al., 2013). Our simulated annealing algo-

rithm (SATM) was developed based on the paper 

(Woch and Łebkowski, 2009). We have extended 

the algorithm by including several new elements: 

heterogeneous fleet, modification of searching ini-

tial solution, different methods of cost calculations, 

time-dependent network of travel, parallelization, 

and others. The algorithms have been tested on Sol-

omon and Gehring-Homberger benchmarks 

(VRPTW, 2021), as well as based on real data from 

courier companies.  

Our paper discusses two important problems that of-

ten occur when looking for a solution to a VRPTW 

problem: calibration of the parameters of the random 

solution search algorithm (in our case: simulated an-

nealing, SATM) and construction of the time-de-

pendent travel time matrix which is the basis for de-

termining the transit time between two recipients in 

algorithms solving the VRPTW problem. Knowing 

the time of travel between two recipients makes it 

possible to calculate the time of travel to each recip-

ient and determine whether we fit into a given (re-

quired) time window. 

The paper is organized as follows. In section 2 we 

present learning method for constructing a model of 

the network of travel times. In section 2 we present 

learning method of our simulated annealing (SATM) 

algorithm for VRPTW problem solving which con-

sist of an optimal selection of calibration parameters. 

Finally, we conclude results of our research and in-

dicate problems for future works. 

 

2. Modelling of the network of travel times 

One of the subproblem in time-dependent VRPTW 

is the problem of constructing a network model of 

travel times, used to determine the travel times be-

tween recipients, depending on the time of departure 

(time-dependent network). The network of travel 

times is a set of locations to be visited (vertices of 

the network) together with the time of travel be-

tween them (edges of the network and their 

weights). The problem of constructing the network 

model of travel times can be considered as estima-

tion the parameters of the road network based on 

GPS data from the monitored vehicles (mainly the 

travel time of the network sections). The problem 

can be divided into three phases: (1) collecting GPS 

data from vehicles (location, speed, azimuth, etc.); 

(2) "tying" data from travel to road sections (so-

called map matching (Chen et al., 2014)); (3) esti-

mating travel times for sections on the basis of data 

collected for the section on travel  times (speeds) 

(we use proprietary solutions supported by the latest 

achievements in this area, described in (Bertsimas et 

al., 2019; Karurukan et al., 2018; Kim et al. 2021; 

Lan et al., 2019; Shi et al., 2017; Tan et al., 2001). 

In solving this problem, a number of specific prob-

lems arise (Chowdhury et al., 2017): processing of 

mass data (Big Data) from a large number of vehi-

cles, for a large number of network sections; estima-

tion of time parameters for each network section 

(network learning) or multidimensional classifica-

tion of network sections or sub-areas forming virtual 
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network vertices and estimation of parameters for 

the segment/edge category of directed graph model-

ling the network of recipients (the time of the section 

travel is a random variable whose distribution and 

parameters need to be estimated (Juhasz et al., 

2017)); problems of efficiency and computational 

complexity of processing large and fast changing 

data sets and many others. Therefore, we try to ver-

ify the research hypothesis (one of the propositions 

was presented in (Fulton, 2015)) that the travel time 

between two points can be estimated with sufficient 

accuracy, depending on their geographical location 

and the time of departure (without referring to the 

micro-scale, i.e. the detailed structure of the road 

network). The research was carried out on two types 

of data: for Warsaw - from data of transport compa-

nies and one of the road traffic data providers acting 

in Internet. We have also conducted our research for 

New York (travel data from taxi company) and the 

results are very interesting (Development, 2020). 

The results of the research (learning based on regres-

sion models) were promising. They can be used in 

the next stage for improving the quality (accuracy) 

of the developed models and their learning methods. 

 

2.1. Reduction method of number of time inter-

vals 

One of the objectives of the research was to reduce 

the number of time intervals (time windows) for 

which the network matrices of the travel times are 

built without too much loss of quality of travel time 

reasoning models. The travel time network matrix is 

built for a set of pairs (origin-destination) of points 

between which there is a need to estimate the travel 

time. This time depends on the month, day of the 

week and the moment of starting the travel from the 

point of origin of the pair of points, so for the given 

set of pairs (origin-destination) of points we must 

have as many matrices as there are moments of start-

ing the travel (more precisely: time intervals of start-

ing the travel, assuming that for each moment of 

starting the travel from the time interval, the time of 

the travel is identical between a fixed pair of points). 

If we divided the day into 15-minute intervals, we 

would have 4x24=96 times intervals, for which we 

would have to estimate the time matrix for each pair 

(origin-destination) of points, for separate weekday! 

The idea is to reduce the number of these time inter-

vals. The aim of the research, already in detail, was 

to show in which time intervals of the travel start 

time, the travel times between a fixed pair of points 

are similar and in which they differ significantly. It 

was therefore a matter of grouping (clustering) the 

start time intervals due to similar travel times. Then, 

for each group of time intervals, one model can be 

built to estimate the travel time. This is important 

because, as shown in Table 2 the learning time of 

travel time network models increases exponentially 

with the increase in the groups of time intervals and 

the quality of the models (average percentage error 

of the travel time estimation) changes slightly. 

There were several dozen (m) pairs of points (origin-

destination) in Warsaw and for them Google Maps 

calculates the fastest driving times starting from the 

point of origin in 15-minute intervals, for the se-

lected day (20.03.2019, Wednesday). Google Maps 

for routes calculated in the past or in the future gives 

the time interval of travel [time_min; time_max], so 

for each pair of starting points, a time interval has 

been obtained for each departure (start) time of the 

travel: [time_min; time_max]. Clustering for the m 

routes was calculated (at that time the vector had di-

mension m*2: time_mini and time_maxi, i=1,...m and 

there were 96 vectors). The k-means method was 

used to group the time windows. Euclidean distance 

was chosen as a measure of distance. Results of clus-

tering are presented in Fig. 1. 

From the Fig. 1. we see that with 4 clusters the whole 

day was divided into 4 periods:  

1. night hours - from about 7:45 p.m. to 6:15 a.m.; 

2. early morning hours (6:30 a.m. - 7:00 a.m.), 

mid-day hours (9:15 a.m. - 2:45 p.m.) and early 

evening hours (6:00 p.m. - 7:30 p.m.); 

3. morning peak hours (7:15 a.m. - 9:00 a.m.); 

4. afternoon peak hours (3:00 p.m. - 5:45 p.m.). 

With 7 clusters (see Fig. 1.), optimal from k-means 

method, we can observe that 4 clusters have been di-

vided in a characteristic way: 

5. night hours have been narrowed down to 

10:45 p.m. – 5:45 a.m.; 

6. early morning hours (6:00 a.m. – 6:15 a.m.) and 

late evening hours (7:15 p.m. – 10:30 p.m.); 

7. hours just before the morning peak (6:30 a.m. - 

6:45 a.m.) and just after it and mid-day 

(9:45 a.m. - 2:00 p.m.), as well as just after the 

afternoon peak (6:30 p.m. - 7:00 p.m.); 

8. early and late morning peak hours (7:00 a.m., 

8:45 a.m. - 9:30 a.m.); 

9. morning peak hours (7:15 a.m. - 8:30 a.m.); 
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10. hours just before the afternoon peak (2:15 p.m. 

- 3:00 p.m.) and just after it (5:30 p.m. - 

6:15 p.m.); 

11. the afternoon peak hours (3:15 p.m. - 

5:15 p.m.). 

 

   
Fig. 1. Different number of clusters of the travel start time intervals in Warsaw (x-axis: cluster number 

(1,…,10), y-axis: start time of the 15-minute period for the start of the travel) 
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With 10 clusters, we can observe even more accurate 

extraction of characteristic daily periods of time due 

to the travel time in Warsaw in relation to 7 groups. 

Among other things, the hours of high morning peak 

(7:15 a.m. - 8:15 a.m.) and afternoon peak (3:15 a.m. 

- 5:15 p.m.) and night hours (11:15 p.m. - 5:45 a.m.) 

are clearly visible. 

On the basis of the conducted research, it can be con-

cluded that it is possible to group the time intervals 

within the day in such a way that groups (clusters) 

contain such time intervals, which are characterized 

by similar travel times for each moment of starting 

the travel from such a time interval. 

 

Table 1. Different number of clusters (4, 7, 10, 14) of the travel start time intervals in Warsaw (three of them 

(4, 7, 10) are presented on Fig. 1) 
Number 

of cluster 

4 clusters of 

start times periods 

7 clusters of 

start times periods 

10 clusters of 

start times periods 

14 clusters of 

start times periods 

1 19:45-6:29 22:45-5:59 23:15-5:59 15:45-16:14 

2 6:30-7:14 +  

9:15-14:59 +  

18:00-19:44 

6:00-6:29 +  

19:15-22:44 

6:00-6:29 +  

19:30-23:14 

9:00-9:44 

3 7:15-9:14 6:30-6:59 + 9:45-14:14 + 

18:30-19:14 

6:30-6:44 + 10:00-

13:44 + 18:45-19:29 

22:30-5:59 

4 15:00-17:59 7:00-7:14 +  
8:45-9:44 

6:45-7:14 7:00-7:29 

5  7:15-8:44 7:15-8:29 14:00-14:44 + 18:15-19:14 

6  14:15-15:14 +  

17:30-18:29 

8:30-9:14 14:45-14:59 + 17:45-18:14 

7  15:15-17:29 9:15-9:59 16:15-16:59 

8   13:45-14:44 +  

18:15-18:44 

15:00-15:29 

9   14:45-15:14 + 17:30-
18:14 

7:30-7:44 

10   15:15-17:29 15:30-15:44 + 17:00-17:44 

11    8:30-8:59 

12    6:00+6:29 +  

19:15-22:29  

13    6:30-6:59 + 9:45-9:59 + 

10:00-13:59 

14    7:45-8:29 

 

2.2. Assumptions for modelling network of 

travel times and performance evaluation 

A model of simple linear regression was used to de-

termine the relationship between the travel time and 

the geographical distance between the origin-desti-

nation points: 

 

�̂� = 𝑎𝑙𝑓𝑎0 + 𝑎𝑙𝑓𝑎1 ⋅ 𝑥 (1) 

 

where: 

�̂� – estimated travel time (explained variable) [min]; 

x – geographical distance between origin-destination 

(explanatory variable) [km]; 

alfa0, alfa1 – model parameters. 

As a measure of the regression error, mainly the 

Mean Average Absolute Error (MAE) was used, 

which is the average of the sum of the absolute dif-

ferences between each pair of points: a given value 

of y (travel time) and the estimated value �̂�, that is, 

the travel time (counted in minutes) calculated on 

the basis of the regression model used 

(i.e. 𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|𝑛

𝑖=1 , where n is the num-

ber of data); MAPE (Mean Average Percentage Er-

ror) was also used 

( 𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ (

|𝑦𝑖−�̂�𝑖|

𝑦𝑖
⋅  100%)𝑛

𝑖=1 ). Wherever 

possible, the determination factor R2 was also calcu-

lated. 

The study was conducted for several time windows 

(clusters) in the day (see Fig. 1.), for one day of the 

week (Wednesday), without division of Warsaw into 

zones (see Fig. 2a) and with division into zones 
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(Fig.  2b). There were over 270 000 of learning data 

(pairs of start (origin) and stop (destination) points 

randomly selected from Warsaw and its neighbour-

hoods (see Fig. 2), at different times of the day, but 

with a probability distribution depending on the time 

of day: more points at peak times, less points at off-

peak times; average 17 pairs of origin-destination 

for each pair of zones from Fig. 2b). For these pairs 

of points, the fastest route was calculated using the 

Google Maps API (GoogleMaps, 2021). For each 

pair of origin-destination, for each moment of start-

ing the travel a time interval of travel time of fastest 

route was obtained from Google Maps: [time_min; 

time_max]. We don’t know probability distribution 

of this travel time, so we assume that this distribu-

tion is normal with expected value equals 

avg_time=0,5*(time_min + time_max) and standard 

deviations equals 1/6*(time_max - time_min). For 

further calculations we assume that travel time of 

fastest rout is equal avg_time. 

 

2.3. Analysis of the learning results of the travel 

time network models 

Based on the determined different groups (clusters) 

of time intervals (Table 1) and data on travel from 

one of the Internet providers (Google Maps), the 

learning of travel time network models for Warsaw 

and its neighbourhoods was carried out. The results 

of the comparison of the quality of the taught regres-

sion models (research strategies) with and without 

zoning are presented in Table 2 and there are very 

promising. The study strategies described in Table 2 

mean respectively (strategy number - number of 

zones - number of clusters of time intervals): 1-11-

1; 2-11-1; 3-11-1; 4-11-7; 5-11-14; 6-55-1; 7-

55-4; 8-55-7; 9-55-14. On the basis of the data 

contained in Table 2, it can be observed that the time 

between two points can be estimated with sufficient 

accuracy depending on their geographical location 

(i.e. the geographical distance between them) and 

the time of departure (without reference to the mi-

cro-scale, i.e. the detailed structure of the road net-

work). The model without teaching and without di-

viding Warsaw into zones and without considering 

the moment of leaving the starting zone gave an av-

erage absolute error of estimation (MAPE) of travel 

time of about 43%, which was unacceptable. The 

learning of the model consisted in the fact that for 

subsequent research strategies (the research strategy 

consisted in extending the model by 55 zoning 

(Fig. 2a) and selecting the number of groups (clus-

ters) of the time interval for starting the travel), new 

parameters of the model were estimated in order to 

minimize the average absolute error of estimating 

the travel time ((55)(55) Number_of_clusters 

(1 or 4 or 7 or 14) regression models were learned, 

i.e. for each pair of zones and for each group of start 

time intervals, a model for the travel time between 

these zones depending on the geographical distance 

between start and destination points and the start 

time interval was taught). 

 

(a)   (b)  

Fig. 2. (a) Area of Warsaw and its neighbourhoods (about 500 km2) and (b) division into 5x5 square zones 

(length of the side of a single square about 4,5 km) 
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Table 2. Results of comparison of the quality of regression models (research strategies) with and without 

zoning 

Number 

of strategy 
Zone size 

Number 

of clusters 

of time in-

tervals 

Weekday 

Time of 

models 

learning 

[min] 

MAE 

 

average 

MAE 

 

median 

MAE 

 

std. dev. 

MAPE 

 

average 

MAPE 

 

std. dev. 

MAPE 

75. per-

centile 

MAPE 

95. per-

centile 

1 11 1 (1) WED 0 16,25 14,41 10,73 43,33 18,20 43 70 

2 11 1 (2) WED 0 9,62 7,69 7,83 26,20 18,30 36 56 

3 11 1 (3) WED 0,12 8,64 7,18 6,63 29,47 37,29 36 82 

4 11 7 WED 1,5 7,09 5,67 5,87 24,39 35,77 29 69 

5 11 14 WED 1,3 7,11 5,69 5,88 24,45 35,90 29 70 

6 55 1 WED 20 7,3 5,8 5,96 23,21 24,44 29 68 

7 55 4 WED 84 4,77 3,66 4,24 15,62 11,11 20 44 

8 55 7 WED 420 4,37 3,32 3,98 14,50 19,28 18 41 

9 55 14 WED 2640 3,87 3,02 3,36 13,10 18,32 16 37 
 

(1) model without learning, average speed of 36 km/h (data from Warsaw transport services), �̂� =
60

36
⋅ 𝑥; 

(2) the model of dependence of route length on geographical distance1 and an average speed of 36 km/h (data from Warsaw 

transport services), �̂� =
60

36
⋅ (1,66 +  1,36 ⋅ 𝑥); 

(3) estimated model without zoning and without clusters of time intervals, �̂� = 10,96 +  2, 08 ⋅ 𝑥. 

 

From Table 2 also result dependence between aver-

age absolute error of travel time models and the ge-

ographical distance between the starting and stop-

ping point of the travel in Warsaw and its surround-

ings and considering the research strategy. The best 

results were achieved with division into 55 zones 

and with 14 clusters of travel start time intervals 

(MAPE=13% error), but already for 7 clusters of 

travel start time intervals (as in Table 1) satisfactory 

results were achieved (MAPE=14.5%) and the 

learning time of the model was 6 times shorter 

(about 7 hours instead of 44). This meant that the 

average percentage error in estimating the travel 

time between any pair of points in Warsaw and its 

vicinity, depending on the geographical distance be-

tween them, was 14.5%. Moreover, 75% of estima-

tion errors were less than 18% and 95% of estima-

tion errors were less than 41%. 

The model was verified based on 300 data of real 

travels (Uber data) in Warsaw from the period 

IX.2016-III.2020 and we obtain MAPE=23% (too 

little data and in addition only between selected zone 

 
1 An interesting, additional observation from the research is that the average length (in km) of the shortest 

time route in Warsaw (despite roads of different categories and with different speed limits) between any pair 

of points start/origin and stop/destination is strongly correlated (the correlation coefficient is about 0.91) with 

the geographical distance between these points and is expressed by the formula: length [km] = 1,66+1,36 

Geogr_distance [km]. 

pairs). We can iteratively improve parameters of the 

models by solving some optimization problem. Af-

ter solving the problem we reduce MAE error from 

6.95 to 3.7 and MAPE from 23% to 13.7%. 

 

3. Learning of simulated annealing (SATM) al-

gorithm for VRPTW problem solving 

3.1. General idea of SATM algorithm 

Our simulated annealing algorithm (SATM) was de-

veloped based on the paper (Woch and Łebkowski, 

2009). We have extended the algorithm by including 

several new elements: heterogeneous fleet, modifi-

cation of searching initial solution, different meth-

ods of cost calculations, time-dependent network of 

travel, parallelization, and others. In details SATM 

algorithm is described in (Development, 2020; Ku-

las and Tarapata; 2021), but in this paper a proposal 

for a method of optimal selection of calibration pa-

rameters is the most important. 

The initial step is to find an initial solution (accepta-

ble of course). It is advisable that this should be a 

fairly good solution and quickly obtained. Typically, 
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a modified Solomon algorithm is used (Solomon, 

1987). Then the search for the global extremes be-

gins again. Initially, the algorithm tries to search the 

whole space of acceptable solutions trying to hit 

around the global extreme. During the calculations, 

the tendency of the algorithm to leave the local ex-

tremes (so-called system temperature decrease - an-

nealing) is gradually reduced, if the longer the cal-

culation takes, the more likely the current local ex-

tremes are to be global as well. 

For each fixed temperature, repeat the search for the 

best solution by: determining an acceptable "adja-

cent" solution and performing a simple post-optimi-

sation of the routes (this is one more our extension 

of the standard algorithm). If the new solution is bet-

ter, then it is acceptable. If it is worse, it is assumed 

with probability depending on the distance from the 

best solution so far and the degree of annealing (the 

higher the distance and the lower the temperature, 

the lower the probability). 

Finally, the conditions for completing the calcula-

tion for the fixed temperature and for annealing are 

checked (see Table 3). 
 

Table 3. Pseudo-code of the SATM algorithm 
determine initial solution x0; 
specify the initial temperature t = TZERO; 

for (epoch=1; epoch < EPOCH; epoch++) { 

      for (iteration=1; iteration < ITER; iteration++) { 

             determine solution x from neighborhood x0; 

             d = F(x) - F(x0); 

             if ( d < 0 ) { 
                   x0 = x; } 

             else { 

                   draw the number b from the range [0.1]; 
                   if ( b < exp(-d / t) ) { 

                       x0 = x; } } } 

      t = A( t ); } 
 

The key issues for the algorithm are: determination 

of the initial solution, the strategy for finding an ad-

jacent solution and the annealing strategy. The key 

calibration parameters, used for example in the pa-

per (Woch and Łebkowski, 2009), are the initial 

TZERO temperature, the type and parameters of the 

annealing function A(t) (LOG), the number of the 

epochs (EPOCH) and the number ITER of the itera-

tions (list of all calibration parameters is presented 

in Table 4, parameters with id from 5 to 17 are addi-

tionally proposed by us in our SATM algorithm). 

Some recommendation to set initial values of cali-

bration parameters are presented in (Development, 

2020; Woch and Łebkowski, 2009) and in the 4th  

column in Table 4. 

The determination of the first (initial) solution is 

based on the proposal in (Woch and Łebkowski, 

2009). The parallelization of the SATM algorithm 

was developed by considering the conclusions from 

the paper (Czech and Czarnas, 2002) and research 

from the paper (Wieczorek, 2011).  
 

3.2. A method to optimise the selection of cali-

bration parameters 

In our research we use Gehring-Homberger bench-

marks (VRPTW, 2021) and we define input data 

characteristics for VRPTW problem to classify the 

type of data, see Table 5. Each file of input data has 

set of deliveries (customers), their geo-coordinates 

(to calculate distance between them), demands and 

service time window. Values of input data charac-

teristics for a few exemplified Gehring-Homberger 

benchmarks are presented in Table 6. Number of de-

liveries #DELIV = #WIND. 

We define type of input data and describe it by xyz, 

where: 

 x - degree of clusterization of deliveries, 

 

𝑥 = {
0, when #CLUST = 1 or STD > 3 ⋅ AVG
1, when 5 ≥ #CLUST > 1 and STD ≤ 3 ⋅ AVG 
2, when #CLUST > 5 and STD ≤ 3 ⋅ AVG  

  (2) 

 

y – relation between number of short and long-time 

windows,  

 

𝑦 = {
0, when #WIND/2 + #WIND/3 + #WIND/4
   + #WIND/5 + #WIND/10 > 0.5 ⋅ #WIND
1, otherwise   

 (3) 

 

z - relation between number of medium length time 

windows and very short time windows, 

 

𝑧 = {
0, when #WIND/2 + #WIND/3 + #WIND/4

 ≤ #WIND/5 + #WIND/10
1, otherwise   

 (4) 

 

For example, 201 describes type of input data with 

strong clusterization of deliveries (2), the advantage 

of short service windows over long ones (0) and the 

advantage of medium length time windows over 

very short time windows (1).  

Criteria for assessing the quality of a VRPTW solu-

tion using SATM algorithm are as follows: c1 – total 

length of routes from the calculation; c2 – calculation 
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time in seconds; c3 – the number of the epoch of cal-

culation that already gave the best result; c4 – num-

ber of routes from the calculation. 

We use following notations: 

N – set of input data id for VRPTW problem, N={1, 

2, …, n}; 

S_tid  – set of input data types, 𝑆_𝑡𝑖𝑑 = {𝑥𝑦𝑧: 𝑥 ∈
{0,1,2}, 𝑦 ∈ {0,1}, 𝑧 ∈ {0,1}} , xyz calculated using 

(2)-(4); 

f_tid – a function that returns type of input data id, 

f_tid: N→S_tid; 

M – set of identifiers for sets of calibration parame-

ters, M={1, 2, …, m}; 

𝐶𝑃 = {𝑐𝑝1, 𝑐𝑝2, . . . , 𝑐𝑝𝑚}– tested sets of calibration 

parameters, where 𝑐𝑝𝑗 = ⟨𝑐𝑝𝑗1, 𝑐𝑝𝑗2, . . . , 𝑐𝑝𝑗17⟩ , 

jM describes vector of values of calibration param-

eters from Table 4; 

c1(i,j) – value of total length of routes from the cal-

culation for the i-th input data using the j-the set of 

calibration parameters, iN, jM; 

c2(i,j)  – value of calculation time in seconds for the 

i-th input data using the j-the set of calibration pa-

rameters, iN, jM; 

c3(i,j)  – value of the number of the epoch of calcu-

lation that already gave the best result for the i-th in-

put data using the j-the set of calibration parameters, 

iN, jM; 

c4(i,j)  – value of number of routes from the calcula-

tion for the i-th input data using the j-the set of cali-

bration parameters, iN, jM; 

 

Table 4. Type of calibration parameters in SATM algorithm and their interpretation 
Calibration 

parameter 

id 

Name Interpretation 

Values for 

calibration 

tests 

1 EPOCH 
Number of epochs (fixed for one thread, with more threads should be in-

creased) 

100, 200, 

400, 600 

2 ITER 
Length of the epoch - repetition of the search in one epoch (should increase 

with the size of the task - exponentially / polynomially) 
200, 500 

3 TZERO Initial system temperature (determines the initial search of a solution space) 
80, 100, 

150, 200 

4 LOG 
Type of the annealing function: 0 - geometric, 1 - logarithmic (practically only 
the geometric function is used) 

0 

5 TAU Weighting factor of the criterion for the total duration of deliveries 0 

6 ALFA Weighting factor of the criterion for a given number of routes 10000 

7 BETA Weighting factor of the criterion for the total length of routes 1 

8 GAMMA Cost (penalty) for using a vehicle exceeding the limit 1000000 

9 ETA Cost (penalty) for assigning a customer to a vehicle exceeding the limit 1000 

10 DELTA 
The factor of the system's temperature change function (determines the speed 
to narrow the search area) 

0.965 

11 MT_CLIENT 
Number of troublesome customers initially considered when determining a 

simple initial solution 
5 

12 LT_CLIENT 
Number of least troublesome customers initially considered when determining 
a simple initial solution 

2 

13 CNUMBER Some of the customers changed while looking for a neighbour's solution 0.125 

14 RADIUS 
Step of increasing the radius of the circle, in which the neighbours of a solu-

tion are looked for 

10, 20, 40, 

100, 1000 

15 PROBAB Probability of drawing a customer from the first district 0.2, 0.3 

16 MIN 
Adopting at the end of the epoch the best of the existing solutions - minimal 
(MIN != 0) 

1 

17 THREADS Number of calculation threads (for parallelization) 5 
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Table 5. Input data characteristics for VRPTW problem 
Input data 

characteristics id 

Characteristics 

name 
Description 

0 #DELIV Number of deliveries (customers, clients) 

1 SUM Sum of distances between all pairs of deliveries 

2 MAX Maximum distance between pair of deliveries 

3 AVG Average distance between all pairs of deliveries 

4 STD Standard deviations of distance between all pairs of deliveries 

5 #INCLUST Number of clients in clusters 

6 #CLUST Number of clusters 

7 #WIND Total number of defined time windows for deliveries 

8 #WIND/2 
Number of deliveries with a time window from 1/3 to 1/2 of the warehouse open-
ing time 

9 #WIND /3 
Number of deliveries with a time window from 1/4 to 1/3 of the warehouse open-

ing time 

10 #WIND /4 
Number of deliveries with a time window from 1/5 to 1/4 of the warehouse open-
ing time 

11 #WIND /5 
Number of deliveries with a time window from 1/10 to 1/5 of the warehouse open-

ing time 

12 #WIND/10 
Number of deliveries with a time window not greater than 1/10 of the warehouse 
opening time 

 

Table 6. Input data characteristics for selected Gehring-Homberger benchmarks 
Input data 

file 

(benchmark) 

SUM MAX AVG STD #IN CLUST #CLUST #WIND 
#WIND 

/2 

#WIND 

/3 

#WIND 

/4 

#WIND 

/5 

#WIND 

/10 

C1_210 14207 190 75 4 160 16 200 124 64 8 3 0 

C2_4_8 34388 228 88 33 345 3 400 0 0 0 400 0 

R1_6_7 91154 405 151 52 521 4 600 0 0 0 0 300 

R2_2_4 15037 184 72 53 184 1 200 0 0 0 0 50 

RC1_6_4 87542 398 146 44 529 5 600 0 0 0 0 150 

RC2_610 87542 398 146 105 537 1 600 0 0 0 600 0 

 

Because range of the values of criteria may be dif-

ferent (for example a typical value of c4 is up to sev-

eral dozen and typical value of c1 is up to several 

tens of thousands), we calculate normalized 𝑐𝑘val-

ues of criteria ck, k=1,…,4: 
 

max

max min

( ) ( , )
( , ) [0,1]

( ) ( )

k k
k

k k

c i c i j
c i j

c i c i

−
= 

−
 (5) 

 

where: 
max ( ) max ( , )k k

j M
c i c i j


=  (6) 

min ( ) min ( , )k k
j M

c i c i j


=  
(7) 

Because optimal value of 𝑐𝑘(𝑖, 𝑗) is equal to 1, for 

each k=1,…,4, so we can define mc function as Eu-

clidean distance between optimal and current values 

of criteria: 
 

𝑚𝑐(𝑖, 𝑗) = √∑ (1 − 𝑐𝑘(𝑖, 𝑗))4
𝑘=1

2
, iN, jM (8) 

 

We define a few strategies to recommend a set SCPi 

of calibration parameters for the i-th input data: 

1. Strategy S1: to determine such a set 𝑆𝐶𝑃𝑖 =
𝑐𝑝𝑗∗CP of calibration parameters, that: 
 

*( , ) min ( , )
j M

mc i j mc i j


=  
(9) 
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2. Strategy S2: to determine such a subset 

SCPi CP, that: 
 

* ( , ) 1.1 ( , )
iscp SCP mc i scp mc i j    (10) 

 

3. Strategy S3: to determine such a subset 

SCPi  CP, that: 
 

1,...,4  ( , ) 0.9
i

kscp SCP k c i scp =    (11) 

 

Strategy S1, for the i-th input data, allow us to select 

such a set SCPi of calibration parameters for which 

the value of mc function is minimal, using strategy 

S2 we select such a subset SCPi of calibration param-

eters that the value of mc function is not less than 

10% lower than the best value, using strategy S3 we 

determine such a subset SCPi of calibration parame-

ters that for each criterion the normalized value of 

this criterion is not less than 90% its optimal value 

(let's recall that after normalisation, the optimal 

value of the criterion is equal to). Let us note that we 

solve the problem of optimizing the multi-criteria 

selection of a set of calibration parameters and the 

presented strategies are methods to solve this prob-

lem. 

Considering presented explanations, procedure of 

recommendation a set of calibration parameters for 

the input data types is presented in Table 7.  

Interpretation: the apr means the number of input 

data which are of type r and for which the set p of 

calibration parameters was recommended. Interpre-

tation of the 𝑏𝑝𝑟*100% can be as follows: this is a 

percent of input data of the r-th type for which the 

p-th set of calibration parameters gave the best re-

sults. Another interpretation: when we solve 

VRPTW problem using SATM algorithm and we 

have input data of type r, we should use the set p of 

calibration parameters with frequency (“probabil-

ity”) equal to 𝑏𝑝𝑟  in order to obtain the best solution 

(depend on strategy S) from the point of view of 

many criteria c1,.., c4 . 
 

3.3. Analysis of results 

We test n=36 Gehring-Homberger benchmarks (for 

#DELIV: 200, 400 and 600) for different sets of cal-

ibration parameters (m=160, see Table 4, column 4), 

for THREADS=5 (we have conducted calculations 

also for different numbers of threads but it is not de-

scribed in this paper). Criteria c3 and c4 was calcu-

lated but were not considered in this analysis (i.e. 

c3(i,j)=c4(i,j)=0, iN, jM). All calculations have 

been conducted on computer with processor Intel® 

Core™ i7-9700 (8 cores) and 16 GB RAM (relevant 

for calculation time). 

In Table 8 the best sets SCP of calibration parame-

ters values has been presented. 

 

Table 7. Procedure of recommendation a (best) set of calibration parameters for the input data types 

1. Run SATM algorithm for each input data iN, for each set of calibration parameters jM; 

2. Choose a strategy S{S1, S2, S3} and determine SCPiCP using formulas (9) or (10), or (11) (depend on selected 

strategy S) for each input data iN; 

3. Determine set SCP of the best (recommended) set of calibration parameters as follows: 𝑆𝐶𝑃 = ⋃ 𝑆𝐶𝑃𝑖𝑖∈𝑁 ; 

4. Classify each input data iN calculating f_tid (i) using formulas (2)-(4); 

5. Determine matrix 𝐴 = [𝑎𝑝𝑟]
𝑆𝐶𝑃̿̿ ̿̿ ̿̿ ×𝑆_𝑡𝑖𝑑̿̿ ̿̿ ̿̿ ̿

, where 𝑎𝑝𝑟 = {𝑖 ∈ 𝑁: 𝑝 ∈ 𝑆𝐶𝑃𝑖 ∧ 𝑓_𝑡𝑖𝑑(𝑖) = 𝑟}̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿  and X  describes cardinality 

of set X.  

6. Determine matrix 𝐵 = [𝑏𝑝𝑟]
𝑆𝐶𝑃̿̿ ̿̿ ̿̿ ×𝑆_𝑡𝑖𝑑̿̿ ̿̿ ̿̿ ̿

, where 𝑏𝑝𝑟 =
𝑎𝑝𝑟

∑ 𝑎𝑞𝑟𝑞∈𝑆𝐶𝑃
∈ [0,1]. 

 

Table 8. The best sets SCP of calibration parameters values 
Calibr. param. (CP) sets id EPOCH ITER TZERO RADIUS 

1 100 200 100 20 

2 200 200 80 20 

3 200 200 100 10 

4 200 200 100 20 

5 200 200 100 40 

6 200 200 100 100 

7 200 200 200 20 

8 200 500 100 20 
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Fig. 3. “Probability” distribution of using set id of calibration parameters from Table 8 for different input 

data type (“xyz”) in order to obtain the best solution for two c1, c2 criteria (strategy S1) 
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Table 9. Matrices B for strategies S2 and S3 
CP 

sets 

id 

Strategy 2  

(values for input data type “xyz”) 

Strategy 3 

(values for input data type “xyz”) 

000 010 100 101 110 200 201 210 000 010 100 101 110 200 201 210 

1 0 0 0 0 0 0,11 0 0 0 0 0 0 0 0 0 0 

2 0 0,07 0 0 0,50 0,11 0,08 0 0 0 0 0 0 0,06 0 0 

3 0 0 0 0 0 0 0,46 0 0 0 0 0 0 0 0 0 

4 0,35 0,50 0,14 1 0,50 0,56 0,38 0,33 0,55 0,75 1 1 1 0,61 1 0,50 

5 0,50 0,29 0,29 0 0 0 0 0,33 0,18 0 0 0 0 0 0 0 

6 0,10 0 0,57 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0,11 0 0 0 0 0 0 0 0,17 0 0 

8 0,05 0,14 0 0 0 0,11 0,08 0,33 0,27 0,25 0 0 0 0,17 0 0,50 

 

In Fig. 3 and Table 9 we present values or visualiza-

tion of calculated matrices B for strategies S1, S2 and 

S3. From this analysis results that the best solutions 

have been obtained for the 4th and 5th calibration pa-

rameters set id. For example (see Table 9), in strat-

egy 2, for “000” input data type we have obtained 

the best results for solving VRPTW problem for 

(0,35 + 0,50)*100%=85% input data using the 4th 

and 5th calibration parameters set id from Table 8. In 

turn, calibration parameters set id=1 for the smallest 

number of input data gave the best results. Very in-

teresting result for strategy 3 has been obtained: for 

subset IDT={100, 101, 110, 201} of input data types 

the best set of calibration parameters is only set with 

id=4. It means that for 100% of input data of the type 

belonging to IDT subset we obtain single set of cal-

ibration parameters for which the normalized value 

of this criterion c1 (total length of routes) and c2 (cal-

culation time) is not less than 90% its optimal value. 

 

4. Conclusions 

The article discusses two problems that often occur 

when looking for a solution to a VRPTW problem: 

calibration of the parameters of the random solution 

search algorithm (in our case: simulated annealing, 

SATM) and construction of the time-dependent 

travel time matrix which is the basis for determining 

the transit time between two recipients in algorithms 

solving the VRPTW problem.  

Because the SATM algorithm (like whole group of 

randomized algorithms) is very sensitive to the val-

ues of the calibration parameters (especially when it 

comes to calculation time, but also to the quality of 

the routes to be mapped), the next research step 

should be the typing (grouping) of calibration pa-

rameters and performing many more tests (much 

more learning sets). As we did in the case of the def-

inition of input data types, the further aim of the re-

search will be to divide the sets of calibration param-

eters into their types and ultimately - automatic se-

lection of the type of calibration parameters when 

starting the algorithm based on the input data type.  

A very interesting problem is the selection of cali-

bration parameters of the algorithm to obtain the best 

possible solution after a maximum set time, for ex-

ample 5 minutes. This is very important from a prac-

tical point of view because we want to have a solu-

tion acceptable from the point of view of the desired 

criteria quickly. It can be the next step for research. 

The advantage of our proposal to construct a net-

work of travel time matrix is that to estimate the 

travel time between a pair of customers we only 

need their geographical locations and the moment 

they leave the warehouse. Having once learnt the re-

gression models of the dependence of travel times 

on the distance in a given area (e.g. Warsaw), we can 

use them many times for different groups of custom-

ers from this area. Normally, in case of a new set of 

customers to be visited, we must recalculate/receive 

the time matrix between each pair of them each time. 

We are not able to predict in advance for which cus-

tomer pairs we will need these travel times next 

time. 

Moreover, relating to the construction of the net-

work of travel times we conclude that zoning has a 

positive impact on the quality of travel time esti-

mates based on distance and departure time. The re-

sults of the additional research (Development, 2020) 

allowed to conclude that the absolute error of esti-

mation for zones 6x6 in relation to zones 5x5 de-

creased by about 15%. Generally, the conclusion is 

that the denser the road infrastructure (e.g. large cit-

ies), the smaller should be the size of a single zone 
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(square), the rarer this structure (e.g. out-of-town ar-

eas), the bigger should be the size of the square 

(multi-resolution model, e.g. quadtree).  

The number of clusters in the time interval of the 

start of the trip has also an influence on the quality 

of the estimation of the time interval network mod-

els; in the conducted studies the data on trips from 

one day of the week (Wednesday) were used. Other 

days of the week and months should be included in 

“clustering". In this way we would achieve full year-

round coverage and the model would be even more 

accurate. 

Moreover, reliable learning data (travel times be-

tween points, depending on start time of travel) for 

construction of the network of travel times should be 

given. We had data for real travels from several cou-

rier companies, but these data were unreliable (too 

many so-called unusual observations, difficult to fil-

ter out which have influence on built regression 

models), so we used GoogleMaps data. As a result 

of the project described in (Development, 2020; 

Tarapata et al., 2020) we have also obtained Smart 

Tracking Device (IUM) and based on historical data 

derived from routes and IUMs installed in many ve-

hicles we plan to learn the network of travel times 

anew. 

The presented suggestions and comments should be 

a basis for further research. 
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