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Abstract: 

Contemporary operation-related requirements for combustion engines force the necessity of ongoing assessment of their 

in operation technical condition (e.g. marine engines). The engine efficiency and durability depend on a variety of param-

eters. One of them is valve clearance. As has been proven in the paper, the assessment of the valve clearance can be based 
on vibration signals, which is not a problem in terms of signal measurement and processing and is not invasive into the 

engine structure. The authors described the experimental research aiming at providing information necessary to develop 

and validate the proposed method. Active experiments were used with the task of valve clearance and registration of vibra-
tions using a three-axis transducer placed on the engine cylinder head. The tests were carried out during various operating 

conditions of the engine set by 5 rotational speeds and 5 load conditions. In order to extract the training examples, frag-

ments of the signal related to the closing of individual valves were divided into 11 shorter portions. From each of them, an 
effective value of the signal was determined. Obtained total 32054 training vectors for each valve related to 4 classes of 

valve clearance including very sensitive clearance above 0.8 mm associated with high dynamic interactions in cylinder 

head. In the paper, the authors propose to use a convolutional network CNN to assess the correct engine valve clearance. 
The obtained results were compared with other methods of machine learning (pattern recognition network, random forest). 

Finally, using CNN the valve clearance class identification error was less than 1% for the intake valve and less than 3.5% 

for the exhaust valve. Developed method replaces the existing standard methods based on FFT and STFT combined with 
regression calculation where approximation error is up to 10%. Such results are more useful for further studies related 

not only to classification, but also to the prediction of the valve clearance condition in real engine operations. 
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1. Introduction 

In machine diagnostics, including combustion en-

gines, the following are important: high probability 

of correct diagnosis, independence of the effects of 

the diagnosis from the predisposition of the diagnos-

tician (objectiveness), using diagnostic parameters 

in the assessment of the condition ensuring mini-

mum invasiveness into the engine structure (no need 

to disassemble the object components), using diag-

nostic parameters containing maximum information 

on the technical condition of the diagnosed object. 

The said criteria are met by signals based on vi-

broacoustic processes. Based on the analyzed litera-

ture, one can state that acoustic signals (noise) can-

not be used as a source of data related to the tech-

nical condition of an engine. The reason for this is 

the problematic attribution of individual compo-

nents of the spectrum of the acoustic signal to the 

process of object deterioration. This is related to the 

external distortion (unrelated to the process of dete-

rioration) of the noise signal. Vibration signal is a 

different case. The question of influence of the en-

gine technical condition on the vibration signal has 

not yet been fully explored, but the research to date 

is promising in terms of the potential for use of this 

signal in engine diagnostics. Therefore, continuation 

of the research on the use of vibration signals in as-

sessing the technical condition of engines and their 

tune-up appears to be the right path. 

Deterioration of the engine structure and incorrectly 

tuned engine parameters may lead to the following 

adverse phenomena in the engine: degradation of the 

engine efficiency (reduced mechanical thermal and 

volumetric efficiency), reduced engine power, in-

creased exhaust emissions, risk of damage to the en-

gine components. 

Figure 1 presents the changes in the velocity of the 

impact of the valve on the valve seat (allowing for 

the cam lift s). From the data presented in (Grzegorz 

M. Szymański and Tomaszewski, 2016; Grzegorz M 

Szymański and Tabaszewski, 2020) it results that the 

changes in the valve clearance may lead to increased 

fuel consumption by approx. 9%, while the analysis 

of Figure 1 allows a conclusion that along with the 

increased valve clearance grows the velocity of the 

impact of the valve on the valve seat, resulting in ad-

ditional undesired dynamic loads of the cylinder 

head components. 

 

 
Fig. 1. Changes in the velocity of the impact of the valve on the valve seat in a combustion engine resulting 

from the change of the valve clearance, CA – crankshaft angle, s – cam lift, v – velocity of the point 

on the cam 
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The purpose of this paper is to develop a method for 

estimating valve clearance for 4 defined clearance 

classes using vibration measurements on the engine 

cylinder head. The priority was to use machine 

learning to obtain a prediction error below 10%, as 

in current methods such as FFT and STFT. The pa-

per presents the state of knowledge and the problems 

of valve clearance diagnosis. The author's research 

methodology with the boundary conditions of an ac-

tive diagnostic experiment is described. Then, the 

methods of data analysis and interpretation of the re-

sults were presented. 
 

2. State of knowledge and fundamentals of the 

problem 

Methods of diagnostics of the technical condition of 

combustion engines can be divided into those that 

utilize the operating processes (indication, changes 

in the engine torque as a function of crankshaft an-

gle, measurements of the engine pressure and tem-

perature, measurement of the pressure beneath and 

above the piston, fueling parameters, exhaust opac-

ity, etc.) and those that apply the residual processes 

(vibration, noise, thermal, electrical and other pro-

cesses). Based on the research into the operating 

processes, one may infer the general technical con-

dition of an engine, while the residual processes pro-

vide information on the condition of individual com-

ponents and kinematic pairs. Therefore, the residual 

processes are used as autonomous or auxiliary diag-

nostic methods.  

One of the fundamental mechanisms in piston com-

bustion engines is the valve timing system. As a mat-

ter of its principle of operation, it is a source of a 

vibroacoustic signal. The operation of a valve timing 

system including the opening and closing of valves, 

mating of the cam with the pusher, canceling the 

play in the bearings of the rocker arms is accompa-

nied by series of impacts of the mating components, 

which, in turn, generates vibration. The valve clear-

ance change engine volumetric efficiency what 

could affect to exhaust emission especially under 

real drive test (Merkisz-Guranowska and Pielecha, 

2014; Merkisz et al., 2014). For this reason, should 

be reduced before testing to obtain constant  bound-

ary conditions. In addition, incorrect valve clearance 

can increase fuel consumption by up to 10% 

(Grzegorz M. Szymański and Tomaszewski, 2016). 

As a result, unit costs of transportation can increase, 

disrupting the efficient logistics systems (Galkin, 

2017). 

The application of vibration signals in engine diag-

nostics has been described in (Cai et al., 2010; Figlus 

et al., 2016; Grzegorz M. Szymański and 

Tomaszewski, 2016; Grzegorz M Szymański and 

Tabaszewski, 2020). The application of various 

techniques of analysis of vibroacoustic signals in en-

gine diagnostics has been described in (Arroyo et al., 

2013; Badawy et al., 2012; Delvecchio et al., 2018; 

Desbazeille et al., 2010; Dolatabadi et al., 2015; 

Figlus et al., 2014; Gawande et al., 2012; Leclere et 

al., 66 C.E.; Omar et al., 2017). 

Based on the analysis of the achievements of the re-

searchers in vibroacoustic diagnostics of engine ag-

gregates to date, it has been concluded that the con-

ducted research focused on the application of vi-

broacoustic signals in the assessment of the tech-

nical condition of the engine aggregates or the pro-

cessing occurring therein. The research concentrated 

on the problems of modeling (development of diag-

nostic models and their validation) and methodol-

ogy-related aspects (e.g. determination of the oper-

ating conditions during the vibration measurements 

or selection of the measurement points). In the de-

scribed research, both simple methods of signal de-

scription (e.g. point measures) and highly advanced 

techniques of signals professing (e.g. artificial neu-

ral networks, time-spectrum analysis) were used.  

When it comes to the analysis of the achievements 

in engine diagnostics, the authors have found very 

few publications related to the application of classi-

fiers in the assessment of the technical condition of 

valve timing systems of combustion engines, which 

is why in the paper they propose a system for the 

identification of the valve clearance class during en-

gine operation. In order to generalize the results, the 

engine operated at different speeds and loads. The 

set valve clearance values were associated with the 

recordings of the vibration signal – absolute vibra-

tion acceleration. A methodology of identification of 

the valve clearance class was proposed based on the 

absolute vibration acceleration measured on the cyl-

inder head and the supervised learning system – a 

classifier. Such a solution allows assessing the cor-

rectness of the valve clearance on the operating en-

gine without the need of shutting it down. This solu-

tion does not require seeking a mathematical model 

describing the relation between the measures of the 

vibration signal and the valve clearance. 
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A classifier is a supervised learning system that, 

based on the training examples and applied learning 

algorithms, allows connecting the feature vectors 

constituting its input with the class label. They are 

applied in various fields of science when processing 

large data sources and automating the inference pro-

cess. Classifiers can also find application in the di-

agnostics of piston and jet engines. The following 

works can be given as an example: (Babu et al., 

2016; Gao and Lv, 2016; Wong et al., 2016; Zhao et 

al., 2017). One of the possibilities of class prediction 

is the application of methods of deep learning. A 

convolutional neural network (CNN) can be applied 

here. Convolutional neural networks are particularly 

applied in recognition of images and speech but are 

also used in the process of classification. Some ex-

amples of application are medical diagnosis (Bilal et 

al., 2022; Lekha and M, 2018; Sannasi Chakravarthy 

et al., 2022) – also in COVID-19 diagnosis (Aslan et 

al., 2022; Krishnaswamy Rangarajan and 

Ramachandran, 2022), assessment of urban devel-

opment (Boulila et al., 2021), face recognition (Ben 

Fredj et al., 2021; Wang and Liu, 2022), recognition 

of sign language (Goswami and Javaji, 2021; Nakjai 

and Katanyukul, 2019), recognition of road signs 

(Devraj Mudgal, Rohit Nikam, Trupti Nikumbh, 

2021), recognize serial numbers on banknotes (Ma 

and Yan, 2021), detection of ice on energy lines (Lu 

et al., 2019), application in non-invasive examina-

tions of pipelines (Wu et al., 2019), identification of 

environment sounds (Ramaiyan et al., 2021), diag-

nostics of gear transmissions (Huang et al., 2021), 

identification and location of damage in transformer 

windings (Dey et al., 2017), machine diagnostics 

(Pham et al., 2021), detection of weld defects 

(Khumaidi et al., 2017), identification of cast defects 

(Lin et al., 2018), diagnostics of insulators in trans-

mission networks (Liu et al., 2017), diagnostics of 

roller bearings and forecasting residual time before 

malfunction (Ren et al., 2018), recognition of a va-

riety of structures and objects in images (Gao et al., 

2017) etc.  

In the said applications, convolutional neural net-

works in a variety of their configurations in many 

cases beat other solutions. The use of CNN due to 

the greater accuracy of classification is justified, es-

pecially since simpler machine learning methods 

from the automotive industry are successfully used, 

for example decision tree to diagnosing the drive 

shaft bearings (Nowakowski and Komorski, 2021) 

or energy management strategy of diesel hybrid ve-

hicle (Ye and Zhai, 2019). 

They are a result of research on the visual cortex 

(Géron, 2017; Sarker, 2018). The most important 

component of this network is the convolutional 

layer. The idea behind this layer is that the neurons 

connect with only a small number of the neurons 

from the previous layer (receptive field). Thanks to 

this, training of such a network is much faster and 

more effective compared to a network whose neu-

rons are fully connected. The weights of the neuron 

in the convolutional layer are the convolutional ker-

nels (filters) augmenting the elementary data of the 

image. Thanks to the application of a given filter, we 

obtain a given feature map. Usually, one such map 

is insufficient; hence different filters are applied, 

forming an entire stack of feature maps.  

Feature map layer l is calculated as (Dey et al., 2017; 

Khumaidi et al., 2017): 
 

𝒙𝑗
𝑙 = 𝑓 (∑ 𝒌𝑗𝑑

𝑙 ∗ 𝒙𝑑
𝑙−1

𝑑

+ 𝒃𝑗
𝑙) (1) 

 

where: l–network layer, – d-th feature vector in layer 

l–1, – j-th feature vector in layer l, k – a convolu-

tional kernel, b – bias vector and f – activation func-

tion. 

In CNN networks, a ReLU type of layer is also ap-

plied for fulfilling the ReLU (Rectified Linear Unit) 

function for each input value, which allows solving 

the problem of the disappearing gradient and accel-

erates the learning process compared to sigmoid ac-

tivation functions (Géron, 2017). This function has 

a form: 
 

𝑓(𝑥) = {
𝑥,     𝑥 ≥ 0
0,     𝑥 < 0

 (2) 

 

Another layer that often occurs in such a network is 

the pooling layer. Its aim is to subsample the input 

image in order to limit the risk of overtraining and 

reduce the computing load. This happens thanks to 

the process of collection of the input data through a 

given aggregating function (e.g. max or medium). 

Similarly to the convolutional layer, each neuron 

connects with the outputs of a small number of neu-

rons from the previous layer. Between the convolu-

tional and the ReLU layers normalization often takes 

place, which accelerates the training and reduces the 

sensitivity to the values that initialize the network 
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weights. To this end, batch normalization is applied, 

in which, based on the empirical values (average and 

standard deviation), one obtains centered and nor-

malized data that are later rescaled and dis-placed. 

The said layers can be used in the network more than 

once. The last layers of the CNN network are usually 

layers that are fully connected, forming a supervised 

learning classifier realized in the form of a neural 

network with the softmax function at the output. The 

output of a fully connected layer can be expressed 

as: 
 

𝐱𝑙 = 𝑔((𝒘𝑙)𝑇𝒙𝑙−1 + 𝒃𝑙) (3) 

 

where: l – network layer, – layer output l-1, – layer 

output l, wl – fully connected layer weight matrix, b 

– bias vector and g – activation function. 

The softmax function calculates the probability of 

assignment of the input vector to a given category 

for each neuron of the last fully connected layer 

(Huang et al., 2021)(Huang et al., 2021): 
 

𝑝𝑐 = 𝑒𝑥𝑝( (𝒘𝑐
𝐿)𝑇𝒙𝐿−1)/ ∑ 𝑒𝑥𝑝( (𝒘𝑐

𝐿)𝑇𝒙𝐿−1)

𝐶

𝑐=1

 (4) 

 

where: pc – probability of assignment of a given ex-

ample x to class c, L – the last layer of the CNN net-

work, xL-1 – layer output L-1, w – weight vector, C – 

number of classes. 

The above expression allows determining the loss 

function LF: 

𝐿𝐹 = −
1

𝑚
∑ ∑ 𝑦𝑐,𝑖 𝑙𝑜𝑔( 𝑝𝑐)

𝐶

𝑐=1

𝑚

𝑖=1

 (5) 

 

where: m – the number of training examples, yc,i – 

equals 1 for the i-th example if c is the target class 

for the i – example and equals 0 if not. The learning 

algorithms of a network minimize the loss function. 

The network trained in that way allows the process 

of classification of the input feature vectors. 

Due to the low effectiveness of convolutional net-

works in image recognition, the authors decided to 

use it in the identification of the class of the valve 

clearance. 

 

3. Methodology of research 

The experiment was conduct on a research engine 

type SB 3.1 (Figure 2), that was developed from the 

SW 680 engine. The main aim of constructions SB 

3.1 engine was to assess the process of combustion 

and other parameters of original SW 680 engines 

(producer British Leyland). 

The methodology of presented research is a devel-

opment based on research (Grzegorz M Szymański 

and Tabaszewski, 2020). The main change in taking 

measurements concerns adding of engine rpm infor-

mation to the input data. The research methodology 

is presented in full in the article (Grzegorz M 

Szymański and Tabaszewski, 2020). In this study, a 

new approach was presented in the time selection of 

signals and their analysis. 

 

 
Fig. 2. Schema of classic timming gear engine (A) and schema of timming in engine (B); 1 – timing gear 

shaft, 2 – cam follower, 3 – cam follower stick, 4 –screw mechanism for regulation of valve clearance, 

5 – valve lever, 6 – valve spring, 7 – valve; BDC – bottom dead center, TDC – top dead center 
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Controlled parameters in an active experiment (also 

called active testing) (Brzeziński, 2011) and ma-

chine learning methods have also been refined to 

make the estimation of valve clearance more effi-

cient. The most important for this paper is that reso-

lution of classification was set as wider from 3 basis 

classes (Grzegorz M Szymański and Tabaszewski, 

2020) to 4 classes. The new extreme class was cre-

ated in very sensitive range of clearance above 0.8 

mm concerns higher dynamic interactions in cylin-

der head.  

The general diagram of the measurement system 

used for the recording of the vibration and rpm sig-

nal in the engine has been presented in Figure 3 and 

details of signals recordings parameters in Table 1. 

The spatial orientation and the location of the vibra-

tion accelerometers have been shown in Figure 4. 

The selection of the point of vibration and rpm 

measurement was described in the papers (Grzegorz 

M. Szymański and Tomaszewski, 2016; Grzegorz M 

Szymański and Tabaszewski, 2020). 

During the investigations, the following engine 

work points were applied: engine speed 700 rpm, 

1000 rpm, 1200 rpm, 1500 rpm, 1700 rpm, engine 

load: no external engine load, 22.5 Nm, 45 Nm, 67.5 

Nm, 90 Nm and coolant temperature: 75°C. For the 

above-listed conditions, the authors recorded the vi-

bration acceleration signals in three perpendicular 

directions. 

Example fragments of the recording of the vibration 

acceleration in the X, Y and Z directions have been 

presented in Figure 5. 

In the tracings of vibration accelerations above, one 

can see a series of engine work cycles. One can 

clearly see the vibration generated by the ignition of 

the mixture inside the cylinder. The responses re-

lated to the impact of the valve (first the exhaust then 

the intake one) on the valve seat are less visible but 

easy to identify if the moment of their occurrence is 

known. The selection of such time windows can be 

made using a mark on the engine crankshaft. Upon 

repeating the recording for different valve clear-

ances, engine loads and speeds and by cutting appro-

priate fragments of the signal, the authors obtained 

in excess of 32000 training examples containing the 

moments of closing of the intake valve (the same 

number of examples for the exhaust valve). Figure 5 

presents the example fragments of the recording for 

different intake valve clearances (approximate val-

ues of the clearance have been overlain on the trac-

ings) in the measurement direction X. The optimum 

value of the valve clearance for the investigated en-

gine amounts to approx. 0.5 mm. In order to aug-

ment the components of higher frequencies and sup-

press the influence of low frequency components, 

the tracings show the rate of changes of the vibration 

acceleration in time. 

 

 
Fig. 3. Diagram of the measurement system used in the measurement of the cylinder head vibration during 

engine operation 
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Table 1. Signal recordings parameters 

 Vibrations Tacho 

Type of transducer 4504A Brüel and Kjær MM-0360 Brüel and Kjær 

Measured parameter accelerations rpm 

Directionality X, Y, Z – 
Mounting adhesive - cyanoacrylate magnet 

Location 
cylinder head (G.M. Szymański, 

2005; Zhang et al., 2021) 
tripod 

Sampling frequency 65536 Hz 

Frequency range 1–12000 Hz 

DAQ LAN-XI 3050-A-060 (6 channels) Brüel and Kjær 
 

 
Fig. 4. Measurement directions of the vibration on the cylinder head with the vibration accelerometer fitted 

on the cylinder head 
 

 
Fig. 5. Example tracings of the vibration accelerations recorded in the X, Y and Z directions – fragment; 

darker shades and dashed vertical lines denote the closing of the valves, solid vertical lines denote the 

ignition and combustion 



124 

 

Tabaszewski, M., Szymański, G. M., Nowakowski, T., 

Archives of Transport, 61(1), 117-131, 2022 

 

 

As we can see, identification of the valve clearance 

based on one simple measure of the amplitude may 

turn out impossible. It should be noted that individ-

ual fragments vary, even for the same clearance 

value, which can be observed in Figure 6 and the 

trained examples are burdened with high parameter 

dispersity. Therefore, it was necessary to use the ap-

proach that would allow for the entire feature vector 

and that would additionally enable a correct identi-

fication of the valve clearance without the need to 

build an explicit model. The proposed approach is 

based on determining of the feature vector and then 

training the neural convolutional network com-

monly used in image analysis. In the proposed ap-

proach, the network input does not constitute an im-

age in the literal sense of the word. 

In order to extract the training examples, fragments 

of the signal related to the closing of individual 

valves were divided into 11 shorter portions. From 

each of them, an effective value of the signal was 

determined. Such a parameterization was applied to 

all the measurement directions (X, Y, Z). The case 

was similar for the rate of acceleration variation in 

time (jerk) from the signals recorded in the direc-

tions X, Y, Z. Additionally, the authors included in 

the input data the normalized engine speed (value re-

ferred to the maximum engine speed) and the load 

information. Since the information on the engine 

load may be difficult to obtain during regular opera-

tion, in the second version of the investigations the 

idea of including the engine load was dropped. Each 

training vector was thus described with 68 features 

(or 67 features if the engine load was not included). 

It is noteworthy that various trials were made in 

terms of the input values and the input data organi-

zation described here rendered the best results. The 

available signal samples allowed generating 32054 

training vectors (containing the previously men-

tioned features) for each of the valves related to 4 

classes of valve clearance, as presented in Figure 7. 
 

 
Fig. 6. The response signal to the shock resulting from the impact of the valve on the valve seat for one of the 

engine valves and different valve clearances 
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Fig. 7. Number of representatives of individual classes 
 

4. Data analysis 

The construction of the classifier and its validation 

was carried out independently for the examples per-

taining to the closing of the intake as well as exhaust 

valves. The testing was carried out based on the 

holdout test and for the training and testing 50% of 

examples were selected. Such an evaluation of the 

testing error may potentially exaggerate its value. 

Since the number of classes is not identical, for the 

assessment of the classification error a weighted er-

ror measure was selected, calculated according to 

the formula: 
 

𝐸 =
1

𝐶
∑

∑ 𝑎𝑖𝑗
𝐶𝑖
𝑗=1,𝑗≠𝑖

𝐶𝑖

𝐶

𝑖=1

 (6) 

 

where: C – number of classes, Ci – number of ele-

ments in the i-th class, aij – elements of the class dis-

tribution matrix (confusion matrix) from outside of 

the diagonal. 

As mentioned earlier, for the identification of the 

class, a convolutional neural network was applied. 

Its structure was selected with the method of trial 

and error comparing the classification errors. Sche-

matics of the proposed network has been shown in 

Figure 8. 

Prior to the training process, the data were normal-

ized by referring their values to the maximum value. 

The first convolutional layer in the proposed net-

work was built from 16 convolutional kernels. The 

kernel in the first convolutional layer was 1x12 and 

the stride, i.e. the distance between two receptive 

fields was 2. In order to normalize the network out-

put, batch normalization was applied. This acceler-

ated the training process and reduced the training 

sensitivity to the weight initializing parameters. An-

other layer (ReLU) was a non-linear activation func-

tion defined with the formula (2) and then came the 

max-pooling layer. Since one convolutional layer 

was insufficient, an additional one was applied. The 

convolutional kernel was in this case smaller (1x6), 

the number of the feature maps in the convolutional 

layer amounted to 32 and the stride was 2. The last 

network layer was a classic neural network (two 

fully connected layers and the softmax layer). 

In order to determine the actual applicability of the 

CNN network in the problem under solution, the re-

sults were compared with other commonly applied 

methods. The investigations were carried out using 

a network for pattern recognition with a layer of sig-

moid neurons and the softmax layer at the output, 

whose structure was also selected with the method 

of trial and error. Another compared method was 

random forests. They pass for one of the best meth-

ods of machine learning. They increase the effi-

ciency of the classification obtained through single 

classification trees. It turns out that a numerous set 

of independent classifiers (each single one of which 

renders results no better than random classification) 

can produce decisions through majority voting 

(Géron, 2017). The idea of creating a family of clas-

sifiers and voting can be applied in various methods, 

yet, they are of particular importance to the classifi-

cation trees. Random forests connect lightly depend-

ent trees in a family. Classifiers are built based on 

vectors randomly selected with replacement. The 

size of the sample is equal to the size of the training 

set. 

Additionally, in each node, a random selection with-

out replacement is made of only a part of the input 

vector attributes and, based on the randomly selected 
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attributes, an evaluation of the measure of data divi-

sion in the node is made. The classification of data 

is made according to the principle of majority voting 

based on many independent trees built in such a way. 

The optimum values of algorithm hyper-parameters 

were determined based on the cross-validation test 

results. 

The Table 2 indicates an advantage of the CNN net-

work over other comparable methods. Significant 

differences between the CNN network and the clas-

sification network appear in the case of evaluation 

of the intake valve clearance. It should be stressed 

that when applying the CNN network and identify-

ing the valve clearance based exclusively on a single 

portion of the signal (a single engine work cycle), 

the classification error, even when the engine load is 

unknown, is less than 1%. Given the fact that the fi-

nal decision related to the valve clearance class can 

be made based on several consequent engine work 

cycles and several consequent examinations, this er-

ror will be much lower than 1%. CNN networks also 

show an advantage over optimized random forests 

that pass for some of the best methods of classifica-

tion. From the analysis of the presented table, it also 

results that introducing the information on the en-

gine load facilitates the classification of the valve 

clearance, but lack of such information is not a crit-

ical obstacle in the detection of the incorrect valve 

clearance. Despite the fact that the clearance of both 

valves was set at the same value, the diagnosability 

of both valves, as regards the proposed methods, is 

significantly different. At this stage of the research, 

it is difficult to assess the cause of these differences. 

The Tables 3 and 4 below show the confusion matri-

ces obtained by the CNN network for the intake 

valve. The share of individual results was related to 

the number of examples in real classes. 
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Fig. 8. Structure of the convolutional network used in the recognition of the valve clearance (engine load not 

included) 
 

Table 2. Collective classification error 

Weighted classification error [%] 

 

Method 
Intake valve 

(no load) 

Intake valve 

(load) 

Exhaust valve 

(no load) 

Exhaust valve 

(load) 

Pattern recognition network 1.99 1.28 3.62 3.22 

Random forest 3.03 2.69 5.40 5.40 

CNN 0.90 0.68 3.40 3.10 

min. error in this table results max. error in this table results 

 

50% 
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Table 3. Confusion matrix obtained by the CNN network for the intake valve – load included  

 

Share of recognized test examples [%] 

 
Class  

of clearance 
Tight  

- predicted 
Optimum 
- predicted 

Excess  
- predicted 

Extreme  
- predicted 

Tight - real 99.827 0.025 0.148 0 

Optimum - real 0.098 99.121 0.733 0.049 

Excess - real 0.222 0.345 98.768 0.665 
Extreme - real 0 0.034 0.406 99.560 

 

Table 4. Confusion matrix obtained by the CNN network for the intake valve – load not included  

Share of recognized test examples [%] 

 

Class  

of clearance 

Tight  

- predicted 

Optimum  

- predicted 

Excess  

- predicted 

Extreme  

- predicted 

Tight – real 99.727 0.075 0.198 0 

Optimum – real 0.243 98.980 0.534 0.243 

Excess – real 0.301 0.200 98.219 1.280 

Extreme – real 0 0.017 0.516 99.467 

 

The analysis of Table 4 shows that the "Tight" class 

is most often confused with the "Excess" class. The 

same is true for the "Optimum" and "Extreme" clas-

ses. However, the "Excess" class is most often con-

fused with the "Extreme" class. While in the latter 

case it is understood (the difference between clear-

ances in both classes is not so large) so much error 

associated with too small and too large clearance 

may indicate uniqueness of vibration phenomena or 

disturbances. However, these phenomena do not oc-

cur frequently (approx. 0.15% of all real cases of too 

little clearance). A similar distribution of errors can 

be seen in Table 4 (the network has no information 

on the engine load). In this case, the accuracy of the 

diagnosis of the optimal state is particularly dimin-

ished. There is also an increasing number of mis-

takes between the "Excess" and "Extreme" states. 

Similar conclusions can be drawn for the exhaust 

valve. Assuming that each case of non-optimal valve 

clearance constitutes a failure, the probability of de-

tecting the failure if the failure does actually occur 

and the probability of detecting the fit condition can 

be determined. For both the intake and exhaust 

valves, the probability of detecting a non-optimal 

condition in a single measurement is over 0.99 with 

or without load information. The probability of de-

tecting the optimal state when it occurs is on the or-

der of 0.99 for the intake valve and drops to 0.97 for 

the exhaust valve and no load information. In all 

cases, the results obtained on the separated test data 

prove the adequacy of the proposed method. 

 

5. Conclusions 

As a result of the performed analyses, the authors 

can propose a method of real time classification of 

valve clearance based on vibration signals measured 

on the cylinder head. For the correct operation of the 

system, it is sufficient to measure the effective value 

of the acceleration signals and the rate of their 

change in time determined in short time windows 

that include the process of valve closing. For the en-

gine under analysis, the valve clearance class identi-

fication error is less than 1% for the intake valve and 

less than 3.5% for the exhaust valve. Given the many 

repetitions of the classification process in short time 

and the selection of the most frequently occurring 

class, this error is negligible. Obviously, in the case 

of other type of engines, the entire process of classi-

fier construction must be repeated. 

min. error in all CNN results  
(without main diagonal) 50% 

max. error in all CNN results  
(without main diagonal) 

 

min. error in all CNN results  

(without main diagonal) 50% 
max. error in all CNN results  

(without main diagonal) 
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It is noteworthy that the proposed method exhibits 

an advantage over classic methods of analysis of sig-

nals based on FFT and STFT analyses combined 

with regression calculations (approximation error up 

to 10%) (G.M. Szymański, 2005) as well as methods 

that do not use explicit equations of relation between 

the valve clearance values and the vibration signal 

parameters such as: Pattern recognition network and 

Random forest, in which the classification error is 

greater than that shown in the research analysis re-

sults.  

Comparing to previous research (Grzegorz M 

Szymański and Tabaszewski, 2020) the obtained re-

sults enable to classification of valve clearance using 

wider resolution with new, important extreme class. 

Finally, in the new approach, increasing the level of 

classification details increased the classification er-

ror by a maximum of 2.5%. In the opinion of the au-

thors, such results are more useful for further studies 

related not only to classification, but also to the pre-

diction of the valve clearance condition in real en-

gine operations. 

 

Acknowledgement 

The presented results have been co-financed from the 

subsidies appropriated by the Polish Ministry of Sci-

ence and Higher Education - 0612/SBAD/3567, 

0612/SBAD/3576 and 0416/SBAD/0003. 

 

References 

[1] Arroyo, J., Muñoz, M., Moreno, F., Bernal, N., 

Monné, C. (2013). Diagnostic method based on 

the analysis of the vibration and acoustic 

emission energy for emergency diesel 

generators in nuclear plants. Applied Acoustics, 

74(4), 502–508. https://doi.org/10.1016/j. 

apacoust.2012.09.010. 

[2] Aslan, M. F., Sabanci, K., Durdu, A., Unlersen, 

M. F. (2022). COVID-19 diagnosis using state-

of-the-art CNN architecture features and 

Bayesian Optimization. Computers in Biology 

and Medicine, 142, 105244. https://doi.org/ 

10.1016/j. compbiomed.2022.105244. 

[3] Babu, A. K., Raj, V., Govindaraj, K. (2016). 

Misfire detection in a multi-cylinder diesel 

engine: A machine learning approach. Journal 

of Engineering Science and Technology, 11, 

278–295. 

[4] Badawy, T., Shrestha, A., Henein, N. (2012). 

Detection of combustion resonance using an 

ion current sensor in diesel engines. Journal of 

Engineering for Gas Turbines and Power, 

134(5), 1–9. https://doi.org/10.1115/1.4004 

840. 

[5] Ben Fredj, H., Bouguezzi, S., Souani, C. 

(2021). Face recognition in unconstrained 

environment with CNN. Visual Computer, 

37(2), 217–226. https://doi.org/10.1007/ 

s00371-020-01794-9. 

[6] Bilal, A., Sun, G., Li, Y., Mazhar, S., Latif, J. 

(2022). Lung nodules detection using grey wolf 

optimization by weighted filters and 

classification using CNN. Journal of the 

Chinese Institute of Engineers, Transactions of 

the Chinese Institute of Engineers,Series A. 

https://doi.org/10.1080/02533839.2021.20125

25. 

[7] Boulila, W., Ghandorh, H., Khan, M. A., 

Ahmed, F., Ahmad, J. (2021). A novel CNN-

LSTM-based approach to predict urban 

expansion. Ecological Informatics, 64, 101325. 

https://doi.org/https://doi.org/10.1016/j.ecoinf.

2021.101325. 

[8] Brzeziński, K. (2011). Active - Passive: On 

Preconceptions of Testing. Journal of 

Telecommunications and Information 

Technology, nr 3, 63–73. 

[9] Cai, Y., Li, A., He, Y., Wang, T., Zhao, J. 

(2010). Application of wavelet packets and 

GA-BP algorithm in fault diagnosis for diesel 

valve gap abnormal fault. 2010 2nd 

International Conference on Advanced 

Computer Control, 4, 621–625. 

https://doi.org/10.1109/ICACC.2010.5487142. 

[10] Delvecchio, S., Bonfiglio, P., Pompoli, F. 

(2018). Vibro-acoustic condition monitoring of 

Internal Combustion Engines: A critical review 

of existing techniques. Mechanical Systems 

and Signal Processing, 99, 661–683. 

https://doi.org/10.1016/j.ymssp.2017.06.033. 

[11] Desbazeille, M., Randall, R. B., Guillet, F., El 

Badaoui, M., Hoisnard, C. (2010). Model-

based diagnosis of large diesel engines based 

on angular speed variations of the crankshaft. 

Mechanical Systems and Signal Processing, 

24(5), 1529–1541. https://doi.org/10.1016/ 

j.ymssp.2009.12.004. 

[12] Devraj Mudgal, Rohit Nikam, Trupti Nikumbh, 

M. K. (2021). Traffic sign detection and 

recognition using CNN and Keras. 



Tabaszewski, M., Szymański, G. M., Nowakowski, T., 

Archives of Transport, 61(1), 117-131, 2022 

129 

 

 

International Research Journal of Engineering 

and Technology, 8(5), 2333–2335. 

[13] Dey, D., Chatterjee, B., Dalai, S., Munshi, S., 

Chakravorti, S. (2017). A deep learning 

framework using convolution neural network 

for classification of impulse fault patterns in 

transformers with increased accuracy. IEEE 

Transactions on Dielectrics and Electrical 

Insulation, 24, 3894–3897. 

[14] Dolatabadi, N., Theodossiades, S., Rothberg, S. 

J. (2015). On the identification of piston slap 

events in internal combustion engines using 

tribodynamic analysis. Mechanical Systems 

and Signal Processing, 58, 308–324. 

https://doi.org/10.1016/j.ymssp.2014.11.012. 

[15] Figlus, T., Gnap, J., Skrúcaný, T., Šarkan, B., 

Stoklosa, J. (2016). The use of denoising and 

analysis of the acoustic signal entropy in 

diagnosing engine valve clearance. Entropy, 

18(7). https://doi.org/10.3390/e18070253. 

[16] Figlus, T., Liščák, Š., Wilk, A., Łazarz, B. 

(2014). Condition monitoring of engine timing 

system by using wavelet packet decomposition 

of a acoustic signal. Journal of Mechanical 

Science and Technology, 28(5), 1663–1671. 

https://doi.org/10.1007/s12206-014-0311-3. 

[17] Galkin, A. (2017). Urban environment 

influence on distribution part of logistics 

systems. Archives of Transport, 42(2), 7–23. 

https://doi.org/10.5604/01.3001.0010.0522. 

[18] Gao, F., Huang, T., Wang, J., Sun, J., Hussain, 

A., Yang, E. (2017). Dual-branch deep 

convolution neural network for polarimetric 

SAR image classification. Applied Sciences, 

7(5). https://doi.org/10.3390/app7050447. 

[19] Gao, F., Lv, J. (2016). Fault Diagnosis for 

Engine Based on Single-Stage Extreme 

Learning Machine. Mathematical Problems in 

Engineering, 2016, 7939607. 

https://doi.org/10.1155/2016/7939607. 

[20] Gawande, S. H., Navale, L. G., Nandgaonkar, 

M. R., Butala, D. S., Kunamalla, S. (2012). 

Fault Detection of Inline Reciprocating Diesel 

Engine: A Mass and Gas-Torque Approach. 

Advances in Acoustics and Vibration, 2012, 

314706. https://doi.org/10.1155/2012/314706. 

[21] Géron, A. (2017). Hands-On Machine 

Learning with Scikit-Learn and TensorFlow. 

O’Reilly Media. 

[22] Goswami, T., Javaji, S. R. (2021). CNN model 

for american sign language recognition. In A. 

Kumar and S. Mozar (Eds.), ICCCE 2020 (pp. 

55–61). Springer Singapore. 

[23] Huang, X., Li, Y., Chai, Y. (2021). Intelligent 

fault diagnosis method of wind turbines 

planetary gearboxes based on a multi-scale 

dense fusion network. Frontiers in Energy 

Research, 9. https://doi.org/10.3389/fenrg. 

2021.747622. 

[24] Khumaidi, A., Yuniarno, E. M., Purnomo, M. 

H. (2017). Welding defect classification based 

on convolution neural network (CNN) and 

Gaussian kernel. 2017 International Seminar 

on Intelligent Technology and Its Applications 

(ISITIA), 261–265. 

[25] Krishnaswamy Rangarajan, A., 

Ramachandran, H. K. (2022). A fused 

lightweight CNN model for the diagnosis of 

COVID-19 using CT scan images. Automatika, 

63(1), 171–184. https://doi.org/10.1080/000 

51144.2021.2014037. 

[26] Leclere, Q., Pezarat, C., Laulagent, B., Polac, 

L. (66 C.E.). Application of multi-channel 

spectral analysis to identify the source of a 

noise amplitude modulation in a diesel engine 

operating at idle. Applied Acoustics, 7(7), 779–

798. 

[27] Lekha, S., M, S. (2018). Real-time non-

invasive detection and classification of diabetes 

using modified convolution neural network. 

IEEE Journal of Biomedical and Health 

Informatics, 22(5), 1630–1636. 

https://doi.org/10.1109/JBHI.2017.2757510. 

[28] Lin, J., Yao, Y., Ma, L., Wang, Y. (2018). 

Detection of a casting defect tracked by deep 

convolution neural network. The International 

Journal of Advanced Manufacturing 

Technology, 97, 573–581. 

[29] Liu, Y., Pei, S., Fu, W., Zhang, K., Ji, X., Yin, 

Z. (2017). The discrimination method as 

applied to a deteriorated porcelain insulator 

used in transmission lines on the basis of a 

convolution neural network. IEEE 

Transactions on Dielectrics and Electrical 

Insulation, 24(6), 3559–3566. 

https://doi.org/10.1109/TDEI.2017.006840. 

[30] Lu, J., Ye, Y., Xu, X., Li, Q. (2019). 

Application research of convolution neural 

network in image classification of icing 

monitoring in power grid. EURASIP Journal 



130 

 

Tabaszewski, M., Szymański, G. M., Nowakowski, T., 

Archives of Transport, 61(1), 117-131, 2022 

 

 

on Image and Video Processing, 2019(1), 49. 

https://doi.org/10.1186/s13640-019-0439-2. 

[31] Ma, X., Yan, W. Q. (2021). Banknote serial 

number recognition using deep learning. 

Multimedia Tools and Applications, 80(12), 

18445–18459. https://doi.org/10.1007/s11042-

020-10461-z. 

[32] Merkisz-Guranowska, A., Pielecha, J. (2014). 

Passenger cars and heavy duty vehicles exhaust 

emissions under real driving conditions. 

Archives of Transport, 31(3), 47–59. 

https://doi.org/10.5604/08669546.1146986. 

[33] Merkisz, J., Jacyna, M., Merkisz-Guranowska, 

A., Pielecha, J. (2014). The parameters of 

passenger cars engine in terms of real drive 

emission test. Archives of Transport, 32(4), 43–

50. https://doi.org/10.5604/08669546.11469 

98. 

[34] Nakjai, P., Katanyukul, T. (2019). Hand sign 

recognition for thai finger spelling: an 

application of convolution neural network. J. 

Signal Process. Syst., 91(2), 131–146. 

https://doi.org/10.1007/s11265-018-1375-6. 

[35] Nowakowski, T., Komorski, P. (2021). 

Diagnostics of the drive shaft bearing based on 

vibrations in the high-frequency range as a part 

of the vehicle’s self-diagnostic system. 

Eksploatacja i Niezawodnosc - Maintenance 

and Reliability, 24(1), 70–79. 

https://doi.org/10.17531/ein.2022.1.9. 

[36] Omar, F. K., Selim, M. Y. E., Emam, S. A. 

(2017). Time and frequency analyses of dual-

fuel engine block vibration. Fuel, 203, 884–

893. https://doi.org/https://doi.org/10.1016 

/j.fuel.2017.05.034. 

[37] Pham, M.-T., Kim, J.-M., Kim, C.-H. (2021). 

2D CNN-based multi-output diagnosis for 

compound bearing faults under variable 

rotational speeds. Machines, 9(9). 

https://doi.org/10.3390/machines9090199. 

[38] Ramaiyan, A., Dnvsls, I., Lanka, D. (2021). 

Acoustic based Scene Event Identification 

Using Deep Learning CNN. Turkish Journal of 

Computer and Mathematics Education 

(TURCOMAT), 12, 1398–1405. 

[39] Ren, L., Sun, Y., Wang, H., Zhang, L. (2018). 

Prediction of bearing remaining useful life with 

deep convolution neural network. IEEE Access, 

PP, 1. https://doi.org/10.1109/ACCESS.2018 

.2804930. 

[40] Sannasi Chakravarthy, S. R., Bharanidharan, 

N., Rajaguru, H. (2022). Multi-Deep CNN 

based Experimentations for Early Diagnosis of 

Breast Cancer. IETE Journal of Research, 1–

16. https://doi.org/10.1080/03772063.2022. 

2028584. 

[41] Sarker, G. (2018). Some studies on convolution 

neural network. International Journal of 

Computer Applications, 182(21), 13–22. 

https://doi.org/10.5120/ijca2018917965. 

[42] Szymański, G.M. (2005). Analysis possibilities 

application of characteristic of vibration signal 

for diagnostic of internal combustion engine (in 

Polish). Poznan University of Technology. 

[43] Szymański, Grzegorz M., Tomaszewski, F. 

(2016). Diagnostics of automatic compensators 

of valve clearance in combustion engine with 

the use of vibration signal. Mechanical Systems 

and Signal Processing, 68–69, 479–490. 

https://doi.org/10.1016/j.ymssp.2015.07.015. 

[44] Szymański, Grzegorz M, Tabaszewski, M. 

(2020). Engine valve clearance diagnostics 

based on vibration signals and machine 

learning methods. Maintenance and Reliability, 

22(2), 331–339. https://doi.org/10.17531/ 

ein.2020.2.16. 

[45] Wang, Z., Liu, T. (2022). Two-stage method 

based on triplet margin loss for pig face 

recognition. Computers and Electronics in 

Agriculture, 194, 106737. https://doi.org/ 

10.1016/j.compag.2022.106737. 

[46] Wong, P. K., Zhong, J., Yang, Z., Vong, C. M. 

(2016). Sparse Bayesian extreme learning 

committee machine for engine simultaneous 

fault diagnosis. Neurocomput., 174(PA), 331–

343. https://doi.org/10.1016/j.neucom.2015. 

02.097. 

[47] Wu, H., Chen, J., Liu, X., Xiao, Y., Wang, M., 

Zheng, Y., Rao, Y. (2019). One-Dimensional 

CNN-Based Intelligent Recognition of 

Vibrations in Pipeline Monitoring With DAS. 

Journal of Lightwave Technology, 37(17), 

4359–4366. https://doi.org/10.1109/jlt.2019 

.2923839. 

[48] Ye, F., Zhai, X. (2019). Research on energy 

management strategy of diesel hybrid electric 

vehicle based on decision tree CART 

algorithm. IOP Conference Series: Materials 

Science and Engineering, 677(3). https:// 

doi.org/10.1088/1757-899X/677/3/032 076. 



Tabaszewski, M., Szymański, G. M., Nowakowski, T., 

Archives of Transport, 61(1), 117-131, 2022 

131 

 

 

[49] Zhang, P., Gao, W., Li, Y., Wei, Z. (2021). 

Combustion parameter evaluation of diesel 

engine via vibration acceleration signal. 

International Journal of Engine Research, 

July. https://doi.org/10.1177/14680874211030 

878. 

[50] Zhao, Y. P., Song, F. Q., Pan, Y. T., Li, B. 

(2017). Retargeting extreme learning machines 

for classification and their applications to fault 

diagnosis of aircraft engine. Aerospace Science 

and Technology, 71(October), 603–618. 

https://doi.org/10.1016/j.ast.2017.10.004.

 

 


